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Introduction
Implicit Neural Images as novel image compression

No theoretical or practical method predicts the best INR model that fits a 

given signal
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Method
SIREN[1] and MFN [2] as base architectures

Quantization-aware training with learnable scaling factors [3] for near 

lossless compression

Once-for-All [4] (OFA) SuperNet approach with 16 possible architectures 

options to serve multiple bpp/PSNR requirements

Contributions
Adaptive Neural Images SOTA neural representation for different 

inference or transmission requirements

4-bit quantization Reduced bit-per-pixel by 8 times, unharmed fidelity

Transversal framework Applicable to any INR architecture or modality, 

not limited to image

Experiments
4-bits model achieves SOTA 

PSNR/bpp tradeoff

BPP Bitwidth lxch PSNR↑

0.1
8-bit 3×64 25.36±2.64

4-bit 2×128 26.39±2.62

0.5
8-bit 3×64 25.36±2.64

4-bit 2×128 26.39±2.62

1.0
8-bit 3×64 25.36±2.64

4-bit 2×128 26.39±2.62

JPEG, JPEG2000 ≈ 0.23 bpp


	Slide 1

